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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Today’s success of industrial companies is largely determined by engineering competence and the digitization of all corporate 
processes. The design process and know-how of engineers is strongly individual and a rule-based description of their approach can 
often not be done at all or only with high effort. Existing knowledge can therefore only be passed on to other engineers with 
difficulty, which in particular increases the effort required for familiarisation. A further problem is the lack of an overview of 
existing components within a company, which very often leads to multiple designs and unnecessary waste of time for the engineer. 
The aim of this approach is to extract the implicit knowledge from existing CAD models with the aid of machine learning methods 
and thus to make it formalizable. In addition, a suitable classification and similarity analysis should quickly point out existing 
components. For this purpose, an AI-based assistance system is to be created. Based on the existing database, the assistant first 
points out to the engineer already existing, but very similar components. For that, the component type currently in construction 
firstly is identified and then very similar components are searched within the detected scale that are finally suggested to the 
engineer. The engineer now only has to parameterize the proposed components according to his application. In a further step, the 
assistant should also be able to suggest useful next design steps, which it has learned on the basis of the CAD data already available 
and their design history. The implicit experience knowledge that is contained in the existing CAD models thus ensures a design 
suitable for production and the avoidance of errors in the design. 
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1. Introduction 

The success of companies is determined by its grade of 
innovation [1]. This refers to innovation regarding their 
respective market offering (e.g. product, service) as well as 
their internal value stream design. Hence, core competences for 
industrial companies are their product engineering capabilities 
and production processes. 

Due to digitization huge efforts are undertaken to improve 
production and logistic systems as well as internal 
organizational processes. Nonetheless, the field of product 
development and design is, due to its complex, experience 

based and unstandardized tasks, harder to improve by means of 
digital assistance systems [2]. Especially the individual 
knowledge about product design, the respective link to the 
product function and the historic knowledge about similar 
product generations offer huge potential for improving product 
development and design process [3], if made transparent and 
available to a complete team of engineers.  

An approach to achieve this desired transparency and even 
suggested automated possible design solutions based on 
individual knowledge and historic product generations will be 
presented in this paper. Due to the inconsistent and large data 
sets as well as the goal to transfer such a support system to 
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based and unstandardized tasks, harder to improve by means of 
digital assistance systems [2]. Especially the individual 
knowledge about product design, the respective link to the 
product function and the historic knowledge about similar 
product generations offer huge potential for improving product 
development and design process [3], if made transparent and 
available to a complete team of engineers.  

An approach to achieve this desired transparency and even 
suggested automated possible design solutions based on 
individual knowledge and historic product generations will be 
presented in this paper. Due to the inconsistent and large data 
sets as well as the goal to transfer such a support system to 
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different product categories, an AI-based approach is 
necessary. 

2. State of the Art 

The design process is a highly individualized process, which 
is not strictly defined according to fixed rules and therefore is 
strongly based on experience. Until now, design engineers 
could orient themselves on a generally defined procedure 
according to VDI 2221 [4], which divides the design process 
into several phases. However, the design of the phases and 
corresponding methods must be implemented by the designer 
on a case-by-case basis. This often requires experience which 
is usually implicit and cannot be formalized. Additionally, 
there are also approaches using non-automated system models 
for product feature ideation based on product generation data 
[5]. 

Current approaches for AI-based processing of CAD models 
concentrate mainly on classification tasks. These approaches 
can be differentiated according to the degree of automation. On 
the one hand, hand-crafted descriptors are used to encode 
certain features of the model [6] and then process them using 
machine learning methods. For example in [7], CAD models 
are firstly clustered by the k-means algorithm. In a second step, 
those clusters can also be used for classification. On the other 
hand, there are also approaches with which the features to be 
considered can be learned automatically from the input data. 
The latter comprise approaches in which multi-view-images 
[8,6], voxel models [9], point clouds [10,11] or graphs [12] 
serve as input for Convolutional Neural Networks (CNNs).  

With the multi-view approach, images of the 3D component 
are generated from different perspectives. The images are then 
classified using classical CNNs for image processing. For 

example in [8], very high accuracy values for the ModelNet 
database introduces by [13], that contains 3D CAD models for 
objects of the most common categories, are achieved. Their 
basic idea is to predict the class in conjunction with the 
perspective from which the image was created.  

Conventional CNNs can also be used for the voxel-based 
approach. This is based on approximating the objects through 
a cube-shaped grid, as in [9]. In analogy to pixels, the generated 
voxel structures are classified by CNNs with three-dimensional 
convolution kernels.  

In point-cloud-based approaches, the coordinates of points 
distributed randomly in the volume or on the surface of the 
model are used as input for CNNs. The result of the 
classification must be independent of the input order of the 
points. To achieve this invariance, [10,11] use symmetric 
functions.  

Graph-based methods are also based on randomly 
distributed points, where the graph is generated by inserting 
edges between spatially close points. For the investigation of 
graphs spectral methods exist, as shown in [14]. With these, 
however, the input graph structure is fixed. As an alternative, 
[12] have presented an approach for edge-conditioned 
convolution in which a certain signal is assigned to the vertices 
as a function of adjacent vertices and incident edges. The 
recognition of local features in the convolution layers is done 
by pooling points or vertices spatially close to each other in 
both point-cloud and graph-based methods.  

To compare the similarity of 3D models, a variety of 
approaches exists. A widely used approach is based on feature 
vectors. The 3D models are described using these vectors and 
their similarity is ultimately determined by the distance 
between the vectors. In [15], parts are displayed as 13-digit 
Opitz code, which is interpreted as a vector. Similarity between 
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Fig. 1. Development steps of the investigated approach. First, the existing database is categorized to enable the designer to find the most suitable part for his 
purpose. In a next step, components currently in process are classified in order to propose already existing, very similar components to the designer. In the 
last step, the explicit next x design steps are suggested, which can then be parameterized at the appropriate point on a case-by-case basis. 
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two parts is then the cosine similarity of the Opitz vectors. 
Alternatively, in [16] a shape distribution for each 3D model is 
determined, i.e. the frequency of the distance between two 
arbitrary points is plotted over the distances. The components 
then are classified by comparing this shape distribution. Based 
on the volume of detailed features a similarity index of two 
components can be calculated. Further approaches, e.g. [17–
19], deal with the similarity of components described by point 
clouds. 

The existing approaches regarding classification and 
similarity analysis support the designer in gaining an overview 
of the large amounts of data, avoiding redundancies and 
therefore shortening reaction times. However, the actual design 
process and its implementation remains in the hands of the 
designer and his knowledge. Hence, in this paper an approach 
is developed on how existing knowledge can be formalized to 
be passed on to less experienced designers and how it can be 
used to support repetitive activities, which do not require 
creativity. 

3. Methodology 

The investigated design assistance can be divided into three 
development stages with increasing complexity, see Fig. 1. The 
approach is first applied to individual components, in the 
following called components. The aim is to extend the 
approach to assemblies as well. The individual components are 
represented by their 3D CAD models, which in the following 
are the basis for input and output of the developed approach. 

In order to identify already existing, very similar CAD 
models in the data base of a company, in a first step a 
classification of the different product groups is necessary (see 
3.2). In a next step, the classification of semi-finished 
components must be implemented in order to suggest suitable, 
already existing CAD models to the designer during the design 
process on the basis of the design steps already carried out (see 
3.4). On the one hand, the right category must be predicted and 
on the other hand, the probably most similar component(s) 
within the class must be proposed. In the final stage of 
development, it is no longer a question of complete parts, but 
of suitable next design steps (see 3.5). The aim is to present the 
procedure to the designer as comprehensibly as possible and to 
disclose the adaptation of case-specific parameters to the 
corresponding design steps. In the following, 3.1 first describes 
the database under consideration and its information content in 
more detail. This is followed by a more detailed description of 
the three steps mentioned above. In addition, a first 
implementation approach is presented for step one, the 
classification task. 

3.1. Considered data base and information content 

In order to apply machine learning to 3D models, it is 
essential to understand how 3D data can be stored. According 
to [20], one can basically distinguish two formats here: 
Boundary representation (B-Rep), in which the surfaces of the 
body are stored, and Constructive Solid Geometry (CSG), in 
which the body is stored as a combination of basic bodies (e.g. 
cuboids, cylinders). Commercial CAD software normally uses 

a CSG-based storage format internally. Individual steps that a 
user carries out to create a basic body, including the 
parameterized dimensions, are saved. By the parameterization 
it is possible to subsequently make changes in the basic body. 
A widely used format is the so-called PART (.prt) format, as 
used in the approach presented in this paper. In addition to 
purely geometric information, this file format also contains 
information about the procedure of the design process, which 
is represented in the so-called structure tree (also model tree or 
element tree). It contains the individual design steps, so-called 
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Fig. 2. Alignment of the 26 perspectives regarding the basis perspective (red). 

Fig. 3. Alignment of an example object according to the standard orientation. 

Fig. 4. Views of a sample object from the basis perspective (red) and the 7 
other perspectives of the same plane. 
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features (e.g. drilling) with the corresponding parameterization 
(e.g. diameter of the drilling). From already existing CAD 
models, the structure tree can be used to extract and formalize 
the procedure of experienced designers when designing parts 
of a certain class. The structure tree can, for example, be read 
out in the form of an XML file.  

In contrast, B-Rep formats focus on file exchange between 
different CAD programs, but information about the design 
process is lost during conversion to this exchange format. From 
this file format, only shape information can be extracted. 

With regard to the described development steps of the 
approach, the pure information about the shape is merely 
sufficient for the first step, the classification. For the two 
further steps, the information about the design history is 
additionally necessary. 

3.2. Classification of components 

Since the existing CAD models in a company are often 
stored unstructured, they must be assigned to corresponding 
component classes in a first step. As mentioned in section 2, 
there already exist several approaches for classifying 3D-
models based on different shape descriptors. Moreover, this 
classification service is offered by commercial suppliers (e.g. 
SIMILIA, see [7]).  

Within the scope of this work, the classification was 
implemented based on the Multi-view approach, which is 
purely based on shape information. In contrast to [6] and [8], a 
standard orientation of the input data is defined in order to 
maintain connections between perspectives, since the view of 
an object from a certain perspective is always the same. 

The determination of the standard orientation is based on the 
minimum bounding box of the 3D objects. The basic idea is 
that objects of the same class have similar proportions of 
length, width and height. By rotation and displacement of the 
minimum bounding box according to certain regulations, a 
standard orientation can be determined. Subsequently, the 
corresponding images of the 3D object can be generated via 
virtual cameras from the defined perspectives. For this purpose 
26 cameras were implemented according to Fig. 2 (numbered 
from 00 to 25). Fig. 3 shows an example object aligned in the 
standard orientation with respect to the base perspective. The 
standard orientation is defined by five criteria: (1) The center 
of the bounding box lies in the origin of the coordinate system, 
(2) the basic perspective shows the largest side surface of the 
box, (3) the longest side of the box is parallel to the x-axis, the 
point center of the polygon mesh representing the 3D object has 
a (4) y-value and a (5) z-value less than or equal to 0. In Fig. 4, 
an example of a sofa with pictures of the base perspective 
(framed in red) and the seven further perspectives located in the 
same plane is depicted. 

Finally, these images serve as input for perspective-specific 
CNNs. For this purpose, the images of two opposing 
perspectives are summarized, so there are only 13 CNNs for 
the 26 perspectives. Each CNN classifies the input data based 
on the two image perspectives. For the final classification of 
the object, the probabilities for each perspective-specific CNN 
are summed up and the object is assigned to the class with the 
highest probability. 

3.3. Classification of semi-finished components 

The classification of semi-finished components is essential 
in order to be able to propose to the design engineer 
corresponding existing, very similar parts during the design 
process. A semi-finished part is considered as the part currently 
in process. To classify these semi-finished components, the 
approaches presented in section 2 will be adapted accordingly. 
An essential difference compared to conventional classification 
is that any missing possible design steps must first be predicted 
in order to determine the corresponding component class. It is 
possible that several classes are suitable from the current state 
of the design process. The more advanced the current design 
status, the more clearly a component can be classified. In the 
approach developed, this classification is to be implemented by 
training the existing approaches with additional semi-finished 
components. Since normally the intermediate states of CAD 
models are not stored individually in an enterprise data base, 
these must be artificially generated. For this purpose, the 
features in the structure tree are successively removed and the 
corresponding intermediate statuses of the CAD model are 
stored, respectively. 

By being able to classify semi-finished parts during the 
designer's work, the design assistant can see what type of part 
the designer is currently designing and searches in the existing 
CAD models for parts that are very similar, so that the designer 
gets a first draft of the finished part and only needs to make 
case-specific adjustments if necessary. 

3.4. Proposal of next design steps 

In order to propose the next explicit design steps, it is 
initially also necessary to classify the semi-finished part in 
order to determine which component type is present. The 
methodology from 3.3 is used for this purpose. Once the part 
class has been defined, proposals for next design steps can be 
made based on the design procedure learned for this class. In 
order to learn this component class-specific procedure, the 
structure trees are first extracted from all existing CAD models 
of the corresponding class. With the help of these structure 
trees, appropriate machine learning procedures are trained (e.g. 
random forest) to find a common design pattern. 

The aim of the design assistant is to offer several alternatives 
to choose from. In order to ensure sufficient traceability, the 
probability, with which the assistant considers the proposal 
suitable, is also be stated. The advantage over 3.3 is that the 
designer is given as much scope for creativity as possible. By 
suggesting only the next steps, the designer can immediately 
make any adjustments at the appropriate point. The next 
proposed steps are finally based on these adjustments. In 
contrast to 3.3, the designer is therefore not bound to an 
existing product as a starting point for his adaptations. 

4. Case Study 

The modified Multi-view approach described in 3.2 for 
component classification has been validated using the 
ModelNet10 database, which is a subset of the ModelNet 
database introduced by [13]. The ModelNet10 database 
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contains 4899 3D models of various furnishings in 10 different 
categories, see Fig. 5. Consequently, the classification task 
includes the assignment of models to 10 different categories.  

First, three different CNN architectures were tested using 
the images of only one perspective. One architecture is based 
on the AlexNet architecture introduced in [21], one on the 
modified VGG-16 network of [22], and one is an own 
configuration. Fig. 6 shows the self-developed architecture. 
The rounded rectangles contain the names and parameters of 
the layers, e.g. in the first convolutional layer 32 kernels of size 
3x3 and the Rectified Linear Unit (ReLU) as activation 
function are used. The labels of the arrows indicate the input 
and output formats of the layers, e.g. the input image has a size 
of 256x256 with three channels.  

Despite the large number of parameters, the performance of 
the depicted architecture is clearly better compared to the other 
two architectures, which is why the results for this one are 
reported. With images from a single perspective, an accuracy 
of 80.0% for the test data is achieved. One reason for the worse 
performance of the latter two architectures could be that they 
were designed to distinguish a much larger number of classes.  

Due to the results obtained for images from a single 
perspective, the self-developed architecture was also used for 
all other perspective-specific CNNs. Each of these CNNs was 
configured as shown in Fig. 6. The test accuracy for the 
individual perspectives ranged between 68.4% and 84.0%, 
depending on the perspective (see also Fig. 7 column all 
classes). By combining the individual forecasts through 
averaging over all perspective-specific class predictions, a final 
test accuracy of 88.4% was achieved for the model. The 
corresponding effect can be seen in Fig. 7. For each object 
class, the accuracy of the individual perspectives and the 
overall accuracy after taking all perspectives into consideration 
(red x) are displayed. 

Fig. 8 shows the overall results for all perspectives in form 
of a confusion matrix. Obviously, in some classes the 
assignment is often not quite clear. For example, only 58% of 
desks are correctly classified as such, but a large proportion are 
falsely classified as sofas. One reason for this is that to some 
extent objects of different classes look very similar from 
particular perspectives (e.g. the square base of a sofa or desk). 
From this it becomes clear that a purely visual view of the 
objects may not be sufficient, but their structure should also be 
analyzed. Graph-based approaches would be suitable for this 
and should be considered in further investigations. The aim is 
to perform the classification on real CAD data from an 
industrial measurement technology provider that is available in 
PART format. Subsequently, the structure tree is extracted 

from these CAD models and the further steps of the design 
assistant are implemented.  

5. Conclusion and Outlook 

This paper develops a three-step approach for a CAD design 
assistant based on suitable machine learning methods. In the 
first development stage, the assistance system can only classify 
components in the form of 3D CAD models. An own approach 
is presented for this purpose, which first converts the 3D 
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Fig. 5. Exemplary 3D models of the 10 different categories of ModelNet10. 
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Fig. 6. Architecture of the self-developed CNN. 

Fig. 7. Percentage of correct classification by category and perspective. The 
colors represent the perspective-specific CNNs. 

 

Fig. 8. Confusion matrix with actual classes in the columns, predicted classes 
in the rows. The proportion per class that was classified correctly or 
incorrectly is displayed. 
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models into a standard orientation and then generates 2D 
images from various perspectives. Those perspective-specific 
images finally serve as input for classification via CNNs, as 
shown in a case study. In further research, additional CNN 
architectures should be investigated, especially with a lower 
number of parameters. In addition, other approaches, e.g. 
graph-based, should be considered to better map the structural 
design of the component. In the next development stage of the 
approach the classification of semi-finished components is 
considered, so that existing, very similar components can be 
suggested to the designer during the design process. In the final 
development step, a general procedure or design pattern for 
each class is learned from the design history contained in the 
CAD models using suitable machine learning methods.  
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